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Abstract— To efficiently transfer diverse traffic over high-
speed links, modern integrated networks require more ef-
ficient packet-switching techniques that can capitalize on
recent advances in switch hardware. Several promising ap-
proaches attempt to improve performance by creating ded-
icated “shortcut” connections for long-lived traffic flows, at
the expense of the network overhead for establishing and
maintaining these shortcuts. The network can balance these
cost-performance tradeoffs through three tunable parame-
ters: the granularity of flow end-point addresses, the time-
out for grouping related packets into flows, and the trig-
ger for migrating a long-lived flow to a shortcut connection.
Drawing on a continuous one-week trace of Internet traffic,
we evaluate the processor and switch overheads for transfer-
ring HTTP server traffic through a flow-switched network.
In contrast to previous work, we focus on the full probabil-
ity distributions of flow sizes and cost-performance metrics
to highlight the subtle influence of the HTTP protocol and
user behavior on the performance of flow switching. We find
that moderate levels of aggregation and triggering yield sig-
nificant reductions in overhead with a negligible reduction
in performance. The traffic characterization results further
suggest schemes for limiting shortcut overhead by temporar-
ily delaying the creation of shortcuts during peak load, and
by aggregating related packets that share a portion of their
routes through the network.

Keywords: Internet traffic characterization, IP flows, HTTP
protocol, switching, signaling, routing.

1 Introduction

The explosive growth of Internet traffic adds urgency to
the search for more efficient packet-switching techniques.
To exploit recent advances in high-speed switch hardware,
several proposals call for grouping sequences of related TP
packets into flows, and sending them through fast switch-
ing paths, or shortcuts, through the network fabric [1,4,
7,19,25,27,31,33]. Establishing dedicated connections for
long-lived flows improves performance by reducing packet-
forwarding load on the routers and capitalizing on quality-
of-service features in the underlying switching hardware,
and can help balance network load by directing shortcuts
to underutilized links. Despite these potential benefits,
shortcutting also consumes network resources to create and
maintain a dedicated connection. In this paper we explore
the tradeoffs inherent in using different definitions for what
constitutes a flow and different criteria for creating and
maintaining a shortcut connection. We look at ways to re-
duce overhead in the network while still giving a majority
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of traffic the benefits of following a shortcut. The remain-
ing packets are routed and switched along a default path.

We consider three parameters that determine flow and
shortcut decisions: aggregation, timeout, and trigger. Ag-
gregation refers to the addressing level at which traffic is
combined to form a flow. For example, a flow may be de-
fined to contain all traffic flowing between two IP hosts (i.e.,
host-to-host flows). Alternatively, a flow may contain only
traffic flowing between two application processes running
in two TP hosts (i.e., port-to-port flows). Timeout refers to
how long a flow is idle before it 1s considered closed. For
example, a flow may be defined as closed if no traffic at the
chosen aggregation level has been detected in the previous
60 seconds. Trigger refers to how much traffic appears in a
flow before a shortcut is established for that flow. For ex-
ample, a shortcut may be established only after 10 packets
that obey a flow definition have been detected. The selec-
tion of these three parameters directly affects the ability of
the network to detect and shortcut long-lived traffic.

We explore the effects of varying these parameters on
three metrics of interest: the percentage of traffic that fol-
lows shortcuts, the shortcut setup rate, and the number of
stmultaneous shortcuts. The percentage of total traffic that
follows shortcuts is a measure of the performance gains
achieved by using shortcuts. The higher this metric, the
higher the performance. In contrast, the shortcut setup
rate and the number of simultaneous shortcuts are mea-
sures of network overhead resulting from using shortcuts.
The higher these two metrics, the higher the overhead. In
contrast to previous studies, we characterize the distribu-
tion of these metrics to study the network load on a variety
of time scales, in order to develop an understanding of how
the traffic dynamics affect network overhead, in order to
develop effective guidelines for the design and provisioning
of the network.

We base our study on temporal and spatial characteris-
tics of Internet traffic. There is a growing body of work in
measurement-based traffic characterization and its appli-
cation to network design [2,8,11,16,18,20-22,25,30, 32].
Our effort extends previous work in several ways. First,
our traffic traces reflect the dominance of World Wide Web
traffic in today’s Internet. We focus on Web traffic and take
a network-centric view, specifically not focusing on either
client or server traffic. Second, we use long, continuous
traffic traces. Working with a full week of data allows us
to study the effects of looking at traffic on different time
scales such as minutes, hours, and days. Third, we differ-



entiate between endpoint types. We identify in our traces
which Web requests are coming from proxy servers, multi-
user clients, and single-user clients on modems and local
area networks. Finally, we consider the interaction of all
three flow and shortcut parameters on a variety of time
scales.

The following summarizes our main observations and
their implications:

e Probability distributions of Web flow sizes have several
modes: The distribution of the number of bytes in Web
response flows depends heavily on the HT'TP protocol
and the distribution of Web document sizes. The flow-
size distributions have three modes corresponding to
error conditions (10% of responses), cache validation
messages (18%), and actual data transfers (72%). The
network can use a large enough trigger to avoid estab-
lishing separate shortcuts for the error and cache vali-
dation messages, while still carrying most of the data
transfers on shortcut connections.

e Flow characteristics vary with endpoint type: The flow-
size distributions depend on whether the client end-

shortcut setup rate differs by a factor of two between
the 10-second and 100-second timescales. Based on
these results, we propose techniques that adjust to
short-term variations by temporarily delaying the es-
tablishment of shortcut connections, while provision-
ing network signaling resources based on the longer
time scale requirements.

e Aggregating traffic along portions of the route between
the source and destination yields additional reductions
wn network overhead: By combining traffic from server
replicas and other nearby sites into a single flow, the
network can reduce shortcut overheads without having
to aggregate traffic from unrelated users. In addition,
partial-route aggregation allows more of the packets
to travel on a shortcut connection. For example, by
aggregating host-to-host flows that have the same first
seven hops along their paths from the clients, we see
a reduction of 20% in the setup rate and 11% in the
number of simultaneous connections, while increasing
the number of packets on shortcut connections by 2%.

The remainder of the paper is structured as follows. Sec-

points are modems, personal computers, compute servers,tion 2 describes our traffic measurement environment and
or proxy servers. For example, flows to modem-connectedan initial characterization of the packet-level trace data. In

clients typically have fewer bytes but longer durations.
On average, flows to shared UNIX machines have more
bytes and packets, mainly due to a small number of
very large flows. Therefore, a network may want to
have different shortcut policies for different endpoint
types.

e Aggregating consecutive and concurrent transfers from
the same Web server yields substantial benefits: Com-
bining multiple transfers between a Web server and
a client reduces the number of flows on average by a
factor of five. Host-to-host aggregation captures the
transfer of embedded images and, in some cases, the
browsing of multiple pages at the same site. In addi-
tion to reducing shortcut overheads, aggregation also
reduces the unfairness that can result when a single
client establishes multiple TCP sessions to the same
server. These effects also preview some of the benefits
of the persistent connections in HTTP 1.1.

e Aggregation and triggers both reduce overhead, but the
reductions are not multiplicative: Aggregation results
in longer-lived flows, which negates some of the impact
of triggers. For example, applying a 10-packet trigger
to port-to-port flows reduces the shortcut setup rate
by a factor of 3.3. Aggregating port-to-port flows to
the host level reduced the setup rate by a factor of 5.2.
Yet, the combination of host-level aggregation and a
10-packet trigger offers only a factor 8.9 reduction over
port-to-port flows with a 0-packet trigger, notably less
than a multiplicative gain.

o Variability in traffic load changes with time scale: For
example, our traces show that there are large vari-
ations in the peak load between the 10-second and
100-second time frames, but there are many periods
of consistent maximum load when viewed from a 1-
to 2-hour time frame. Our trace shows that the peak

Section 3, we focus on the probability distribution of flow
sizes, in terms of the number of bytes and packets in a flow,
as well as the time duration. These results highlight the
unique flow dynamics in Web response traffic and the ben-
efits of aggregating traffic at the host level. While the dis-
cussion in Section 3 is relevant to a variety of flow-switching
schemes, Section 4 focuses specifically on the network over-
head for creating end-to-end shortcuts for long-lived flows.
The performance metrics highlight the network overhead
on a variety of time scales to guide policies for provisioning
network processing and switching resources. Then, Sec-
tion 5 generalizes the flow definition to consider a subset of
the path between the source and destination hosts. This
allows the shortcutting mechanism to group packets that
have a common route through a portion of the network,
to further reduce the setup rate and number of simultane-
ous connections, while increasing the proportion of packets
that travel on a shortcut connection. Finally, Section 6
concludes the paper with a discussion of future research
directions.

This paper complements previous research on Web traf-
fic, flow switching, and shortcutting architectures. Recent
studies of Web traffic have typically focused on evaluating
the HTTP protocol and its interactions with TCP, or com-
paring various caching and prefetching policies [3,5,6,12,
24,26]. Instead, we focus on understanding how HTTP and
user behavior affect the performance trade-offs of shortcut-
ting Web flows. Our detailed treatment of how the Web
impacts the effectiveness of flow switching contrasts this
paper with other recent work on evaluating IP flow char-
acteristics and shortcutting policies [10,11,22,25,32]. In
addition, we consider the full distribution of the shortcut
metrics applied to a long, continuous trace. Finally, our
study relates to the numerous proposals for carrying IP

traffic on ATM networks [1,4,7,19,25,27,31,33] by eval-



uating the effectiveness of these schemes, and suggesting
two new techniques to reduce the overhead of establish-
ing shortcuts. Section 4.2 describes how to limit signaling
overheads by delaying the establishment of shortcut con-
nections is appropriate for any flow-switching scheme that
provides a default forwarding path for packets. The partial-
route aggregation techniques in Section 5.2 are appropriate
for flow-switching schemes that allow a single shortcut con-
nection to cross a collection of switches.

2 Packet Trace Collection

The TP flow characterization draws on a continuous, one-
week packet-level trace of Internet traffic. The trace con-
tains diverse traffic to and from a mixture of end-point ma-
chines, including office personal computers, shared UNIX
machines, proxy servers, and modem-connected hosts.

2.1 Trace Collection

For a realistic study of IP flow characteristics, we have col-
lected extensive packet-level traces of the traffic on the T1
line that connects the AT&T Research to the external In-
ternet. A single 10 megabit/second Ethernet segment car-
ries all traffic to and from this T1 line, as shown in Figure 1,
permitting efficient trace collection using tcpdump [17] on a
personal computer operating in promiscuous mode. To col-
lect long traces, each tcpdump output file contains header
and timestamp information for 100,000 packets in a raw bi-
nary format. In the background, a Perl script compresses
these output files and moves them to a multiprocessor com-
pute server for more extensive post-processing. Using tcp-
dump, this machine reads each binary file to produce a
condensed ASCII log that records the relevant information
for each packet. Each entry includes a receive timestamp,
along with the source and destination IP addresses and
port numbers in the packet header.

Based on this information, an additional Perl script clas-
sifies packets into flows based on a timeout value, as well as
a mask on the end-point IP addresses and port numbers.
These masks can aggregate sessions with the same port,
host, subnet, or net addresses. After applying the source
and destination masks, the script can group packets with
matching end-point addresses into a single flow, with the
timeout value determining the maximum spacing between
consecutive packets in the same flow. The script records
starting time (the receive timestamp of the first packet),
duration (based on the receive timestamps of the first and
last packets), total number of packets, and total number
of bytes (including the IP headers) for each flow. Then,
various Splus functions process these log files to compute
performance metrics at the flow level.

Most of the experiments in this paper evaluate a subset
of the trace data to measure the flow statistics for specific
types of traffic. For example, although the Ethernet seg-
ment mainly shuttles traffic to and from the external Inter-
net, a small portion of the packets have both their source
and destination TP addresses on the local AT&T Research
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Figure 1: Trace Collection Environment: This figure
shows the location of the packet monitor on the internal
Ethernet that carries traffic behind the firewall to and from
the external Internet,

subnet. This internal traffic accounts for approximately
7.5% of the bytes and 21% of the packets, mostly from
short Domain Name Service (DNS) messages. To focus
our study on Internet flow characteristics, we have removed
the internal traffic from the trace and have classified the
remaining packets as incoming or outgoing packets, based
on whether the source or the destination is an external IP
address. The majority of the paper focuses on the incoming
Internet traffic, which represents 76.1% of the bytes on the
Ethernet segment, compared to 16.4% for outgoing traffic.
The Ethernet segment carries Internet traffic for vari-
ous types of end-point machines, including office PCs, Sun
workstations, shared compute servers, proxy servers, and
modem-connected hosts. Since user behavior may vary
based on the computing platform, we evaluate the flow
statistics for each of these types of hosts on the Ethernet
segment. When possible, local TP addresses are classified
automatically based on information available in the packet-
level traces. In particular, Web request messages include
an optional user-agent field that identifies the operating
system running at the client site. Based on the TP address
and the client operating system, we classify Linux and/or
Windows systems as personal computers. Any IP address
associated with multiple types of machines (e.g., Windows
and SunOS) is classified as a proxy server. Finally, modem
traffic is 1dentified by a set of IP addresses dedicated to a
local dial-up service. In the absence of sufficient informa-
tion in the packet traces, a small number of remaining IP
addresses were resolved manually. For example, a number
of SunOS and IRIX systems were classified as shared com-
pute servers based on local knowledge of these machines.

2.2 Traffic Characteristics

In this paper, we focus on a continuous one-week trace
starting at 11am on Sunday February 16, 1997. Figure 2(a)
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Figure 2: Traffic Characteristics: This figure highlights the basic traffic characteristics of a one-week trace, starting
at 11am on a Sunday. The left graph plots hourly averages of the throughput of the Ethernet segment with a vertical
bar signifying midnight on each day, while the right graph plots the packet size distribution for incoming and outgoing

traffic

plots hourly averages of the bandwidth consumed on the
Ethernet segment across the duration of the trace. The
trace shows daily fluctuations, with the heaviest load dur-
ing the work day, and smaller spikes in the evening hours;
each weekday also shows a brief dip in network utiliza-
tion during the lunch hour. Hourly averages of throughput
remain below 0.6 megabits/second. However, much higher
rates occur on a smaller time scale; for example, the Ether-

net segment sustains throughputs of up to 3 megabits/second

over one-minute intervals. The incoming and outgoing In-
ternet traffic consists of a mixture of different packet sizes,
as shown by the graph in Figure 2(b), which plots the prob-
ability that a packet has up to z bytes. Half of the outgoing
traffic consists of 40-byte TCP acknowledgment packets,
contributing to a low average packet size of 123 bytes; the
remaining short packets are mainly HTTP requests. In
contrast, less than one-fifth of the incoming packets stem
from 40-byte TCP acknowledgments. In fact, more than
60% of the incoming packets have 552, 576, or 1500 bytes,
which correspond to common maximum transfer unit sizes
on the Internet.

Most of the incoming traffic stems from response mes-
sages from HTTP and FTP servers, as shown by the statis-
tics in Table 1. Web response messages on the well-known
IP port 80 contribute over half of the incoming bytes.
By applying the tcpreduce tool [28], we estimate that
FTP-data transfers are responsible for over one-third of
the transfers on “unknown” ports; the remaining traffic on
unknown ports appear to stem mainly from real audio and
other HTTP-originated transfers. Table 1 also includes
the average flow sizes in packets and seconds, where the
flow duration does not include the 60-second timeout value
for these port-to-port flows. The table shows that short

request-response protocols, such as the network time proto-
col, generate extremely short-lived flows'. In general, with
port-to-port flows and a 60-second timeout, a flow typi-
cally corresponds to a single TCP session. Still, periods of
inactivity may cause the packets in a single TCP session
to generate multiple consecutive flows. With the dramatic
increase in the amount of Web traffic in the Internet, we
focus the remainder of our study on HT'TP flows. Despite
the relatively low average size of Web flows, the heavy tail
of the flow-size distributions and the ability to aggregate
multiple transfers substantially reduce the overheads for
shortcutting HTTP traffic, as shown in the next section.

3 HTTP Response Flows

In this section, we investigate the dynamics of HTTP re-
sponse traffic by characterizing the flow-size distributions
as a function of traffic type, end-point aggregation, and
timeout value. The results show that certain protocol fea-
tures and user/application conventions have significant in-
fluence on the network’s ability to establish efficient short-
cut connections for Web response traffic. To investigate
these diverse application characteristics, we consider the
probability distribution of flow sizes for a full week of trace
data.

3.1 Interpreting Flow-Size Distributions

The diversity of the flow characteristics complicates the ef-
fort to capture the key properties in a single probability

llnterestingly, DNS flows have an average of 11 packets over 80.3
seconds, in contrast to the short DNS flows we see for internal traffic;
the longer flows stem from communication between pairs of DNS servers,
rather than isolated DNS responses to internal hosts.



Percent Percent Percent | Packets/ Bytes/ Seconds/
Protocol bytes packets flows flow packet flow
http 52.33 42.50 73.38 16 612 5.3
smtp 3.28 6.49 8.20 22 251 6.0
dns 0.75 3.01 7.32 11 124 80.3
telnet 0.57 4.52 1.26 98 63 68.9
x11 0.26 1.98 0.46 118 66 249.3
ftp-cntrl 0.07 0.36 0.95 10 95 32.4
ntp 0.02 0.10 2.72 1 76 0.4
other 0.38 0.87 0.68 35 220 28.7
unknown 42.32 40.17 5.03 219 523 26.5

Table 1: Incoming Internet Traffic by Protocol: This table summarizes the characteristics of incoming traffic
for each well-known port that contributes at least 0.5% of the bytes, packets, or flows, for port-to-port flows with a
60-second timeout. The rest of the well-known ports are classified as “other,” while the remaining “unknown” ports
predominantly handle FTP-data, HI'TP, and real-audio transfers.

distribution graph. As an initial characterization of the
one-week trace, Figure 3 plots the distribution of the num-
ber of bytes per flow for incoming traffic, with port-to-port
flows and a 60-second timeout, in three different formats.
To focus on the trends across a wide range of flow sizes,
each graph plots the probability distributions with a loga-
rithmic scale on the x-axis; the y-axis remains on a linear
scale to emphasize the most common flow sizes, although a
logarithmic scale on the y-axis would better highlight the
heavy tail of the distribution. The cumulative distribution
function in Figure 3(a) shows the probability that a flow
has up to z bytes. Although Figure 3(a) shows that the
traffic has a relatively broad mixture of flows between 100
and 100000 bytes, the graph does not clearly emphasize
the most common flow sizes. By plotting the deriwative
of the cumulative distribution, Figure 3(b) has peaks that
correspond to a significant portion of flows within a certain
range of sizes, as in a histogram.

For example, the traffic mix includes a large number of
flows with around 250-300 bytes. These trends become
more apparent in Figure 3(c), which plots the probability
density of the logarithm of the flow size. Coupled with
a logarithmic scale on the z-axis, plotting the density of
the logarithm of the data facilitates direct comparisons be-
tween different parts of the graphs based on the area under
the curve. For example, approximately one-third of the
flows have between 1000-10000 bytes, while another one-
third have between 100-1000 bytes. This trend is only vis-
ible when plotting the density of the logarithm of the flow
sizes. Also, the plot in Figure 3(c) better highlights the
shape in the tail of the distribution, though the heavy tail
of flows with over one million bytes is still not very notice-
able. Throughout the remainder of this section, the flow-
size graphs follow the convention in Figure 3(c). Where
relevant, we also describe the tail of the distribution, since
these long-lived flows have a significant impact on the per-
formance of shortcut techniques.

ot

3.2 Unique Characteristics of Web Traffic

To highlight the unique characteristics of HTTP traffic,
Figure 4 graphs the distribution of flow sizes for incoming
HTTP, Telnet, and SMTP packets. Each flow corresponds
to packets with the same IP addresses and port numbers at
both end-points and a 60-second timeout. Figure 4(a) plots
the total number of bytes in the flow, whereas Figure 4(b)
plots the flow duration, measured as the time between the
first and last incoming packet; that is, the flow duration
does not include the 60-second timeout value. By separat-
ing the flows by protocol, these plots highlight the unique
application characteristics that generate the many peaks
in Figure 4. Also, all three protocols have a fair number
of short flows that typically correspond to failed service re-
quests or occasional cases where consecutive packets arrive
more than one minute apart.

As shown in Table 1, Telnet flows typically have the
longest durations, even though 60-second periods of inac-
tivity can split a single telnet session into multiple consec-
utive flows. Despite the relatively long duration of Telnet
flows, these interactive flows do not generate as many bytes
as the HTTP flows. SMTP traffic has a high concentration
of flows with just under 1000 bytes. These flows stem from
the minimum overhead for transmitting an e-mail message,
while the remaining flows, centered at 3000 bytes, consist
of longer messages. The HTTP responses include numer-
ous flows with a large amount of data, as shown by the
heavy tail in Figure 4; these results are consistent with
recent characterizations of Web document sizes [3,12].

With the relatively large timeout value, a port-to-port
HTTP flow typically corresponds to a TCP session for a
single transfer from a server to a client. The HTTP flow
sizes in Figure 4 fall into three main categories. The first
region consists of flows with less than 150 bytes, stemming
from failed TCP sessions and HTTP error messages. In
the second region, 24% of the flows have between 150 and
300 bytes. Many of these transfers involve small response
messages that indicate that the client can use its cached
copy of a Web page, although some small Web pages fall
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of flow sizes for incoming HTTP, Telnet, and SMTP packets,

for port-to-port flows with a 60-second timeout.

in the same size range. Finally, the remaining 69.5% of
flows correspond to the actual transfer of Web data from
the server to the client. Inspecting the HTTP response
headers in the packet-level data verifies these trends: 72%
of responses were “okay” retrievals, 18% were “not modi-
fied” messages, and 10% were various error messages (e.g.,
“no content,” “moved temporarily,” and “not found”).

3.3 HTTP Flows by Machine Type

To further dissect the HT'TP response traffic, Table 2 shows
the average flow sizes for four different types of client ma-
chines, for port-to-port flows with a 60-second timeout.
The end-point machines have unique flow characteristics
due to a variety of possible factors, including network ac-
cess rate, machine speed, Web cache size, and user de-
mographics. Modem-connected hosts and personal com-
puters have nearly the same distribution of the number of
bytes and packets per flow. However, the low modem ac-

cess speed inflates the flow duration; this i1s particularly
apparent in Figure 5, where modem-connected hosts have
a much higher minimum flow duration than the other ma-
chine types. These long flows translate directly into longer-
lived shortcut connections to transfer the same amount of
data. In contrast, the flows to shared UNIX machines typ-
ically have more bytes and packets, with the larger average
stemming mainly from a heavier tail; these longer transfers
may stem from large Postscript and image files.

Finally, traffic to proxy servers tended to have a more
bimodal distribution, with a mixture of shorter and longer
flows. The proxy machines typically have large, shared
Web caches that result in an larger number of cache-hit
messages, with small byte counts and fast transfer times.
After removing the cache-hit messages, the remaining proxy
traffic has a disproportionate number of large HT'TP trans-
fers, including Postscript and image files, similar to the
traffic to UNIX compute servers. These large transfers
typically experience higher throughput than small trans-



Machine Type | Bytes Packets Seconds
Modem host 8317 12.1 9.3
Proxy server 9206 18.2 2.8
Compute server 12136 21.5 6.8
Personal computer 8779 11.9 5.2

Table 2: Average HTTP Flow Sizes for Different
Client Machines: This figure shows the average flow sizes
for incoming HTTP traffic across four types of client ma-
chines, for port-to-port flows with a 60-second timeout.
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Figure 5: Flow Duration Distribution for Different
Client Machines: This graph plots the probability den-
sity function of the logarithm of flow durations for four
types of client machines, for port-to-port flows with a 60-
second timeout

fers, since the TCP window grows as the sender progresses
through slow-start. As a result, these long transfers expe-
rience lower delay relative to the flow size. High through-
put for the long flows, coupled with low latency for short
cache-hit messages, may partially explain the short aver-
age flow durations for HT'TP response traffic to the proxy
servers. Although the various types of end-point machines
have important effects on the flow-size distributions, we
focus below on the fundamental properties that stem from
HTTP conventions.

3.4 Combining Multiple Web Responses

To further characterize the dynamics of HT'TP traffic, Fig-
ure 6 graphs the distribution of flow sizes for three differ-
ent levels of end-point aggregation. At the lowest level, the
port-to-port curves correspond to packets with the same IP
addresses and port numbers at both end-points, effectively
repeating the HT'TP response results from Figure 4. By ig-
noring the port number at the two end-points, a single flow
at the host-to-host level can include HTTP packets from
different TCP sessions from the same Web server to the
same Web client. Host-level aggregation flattens the peak

in Figure 6(a) by combining consecutive transfers into a
single flow. Since host-to-host aggregation decreases the
total number of flows, the short single-packet flows rep-
resent a larger portion of the distribution, as seen by the
slightly higher peaks at the far left in both Figure 6(a) and
Figure 6(b).

For the larger flows, the host-to-host curve in Figure 6(b)
closely resembles the port-to-port curve, except for a shift
to the right by a factor of four. This can be partially at-
tributed to the Web browser convention of opening four
simultaneous TCP sessions for transmitting the inline con-
tents within a Web page. Opening multiple TCP sessions
allows the client to pipeline HT'TP requests and increases
throughput by circumventing the effects of TCP flow con-
trol. By aggregating traffic at the host-to-host level, the
network can counteract the potential unfairness of this pol-
icy. In particular, the network could assign the same band-
width to each HTTP shortcut connection. Enforcing this
fair allocation, through traffic shaping or link scheduling in
the network, can help ensure that aggressive clients cannot
degrade the performance of other users by opening multiple
TCP sessions to the server.

In addition to combining concurrent transfers at the Web
server, host-to-host flows can capture consecutive accesses
by the same client. With a 60-second timeout value, host-
level aggregation can combine several transfers from the
same Web server into a single flow. Compared to port-
to-port plots, host-to-host aggregation shifts much of the
area from 4-10 packets and 250-10,000 bytes to 30-500
packets and 10,000-1,000,000 bytes. As more browsers
and servers begin to use persistent TCP sessions that span
multiple Web accesses [26], even port-to-port flows could
include multiple Web transfers. In fact, the results in Fig-
ure 6(a) provide an initial indication of the potential per-
formance benefits of this application-level aggregation. A
larger flow timeout parameter increases the likelihood of
capturing consecutive HTTP transfers between the same
two endpoints. Experiments in Section 4 with different
timeout values can guide policies for when the network
should close idle shortcut connection (or, similarly, when a
server should close a persistent TCP session).

Aggregating traffic beyond the host level does not sub-
stantially change the flow length distributions, as shown in
Figure 6. We define a net to include all hosts that share
the first 16 bits of their IP addresses. Aggregation at the
net-to-net level does not have a significant impact on flow
sizes in our trace, as shown in Figure 6. Instead, reducing
the network overheads for transporting HTTP responses
requires more aggressive techniques for detecting long-lived
flows, as discussed in Section 4, and for aggregating traffic
over smaller portions of the route between the servers and
the clients, as discussed in and Section 5.

4 Network Shortcut Overheads

The flow-size distributions give an initial indication of the
network resources necessary to establish and maintain short-
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cut connections for long-lived flows. After a brief evalua-
tion of how packet triggers affect the amount of shortcut
traffic, this section studies how triggers, timeouts, and end-
point aggregation affect the signaling and switching over-
heads in the network on a variety of timescales. By evaluat-
ing these performance metrics on a variety of timescales, we
can better characterize the processor and switch resource
requirements for shortcutting long-lived flows. The results
show that it is possible to significantly reduce the peak
signaling load by occasionally introducing a modest delay
in migrating flows to shortcut connections. On a longer
time scale, time-of-day load fluctuations suggest the use
of dynamic shortcutting schemes that adjust the trigger,
timeout, or aggregation policy a few times a day.

4.1 Proportion of Shortcut Traffic

After detecting a flow, based on the end-point addresses
and a timeout value, the network must decide if and when
to create a shortcut connection. Establishing a shortcut
reduces the forwarding load on the default path, at the
expense of signaling and maintaining a new connection.
To quantify these tradeoffs, Figure 7 plots the amount of
traffic that travels on a shortcut connection as a function
of the triggering policy. The percentage of shortcut flows
in Figure 7 corresponds to the complementary cumulative
distribution of the number of packets per flows. The steep
nature of the curve stems from the large number of short-
lived flows in Figure 6(a). By waiting until a flow has
transferred at least 10-20 packets, the network can avoid
establishing shortcut connections for the large number of
short-lived flows generated by control messages, cache hits,
and small Web transfers. These basic results are consistent
with the findings of previous Internet traffic studies [11,22,
25,32].

In addition to removing the large number of short-lived
flows, the triggering policy also forces the first  packets
of each long-lived flow to travel on the default path. Still,
the heavy tail of the flow-size distributions in Figure 6 en-
sures that the network can forward a large proportion of
the packets and bytes along shortcut connections. For ex-
ample, in Figure 7(a), a 25-packet trigger filters over 90%
of the port-to-port flows, while still permitting 45% of the
packets and 53% of the bytes to travel along shortcuts. The
slightly higher proportion of bytes stems from the large
packets in long HTTP responses. Comparing Figure 7(a)
and Figure 7(b), an z-packet trigger is somewhat less ef-
fective in reducing the proportion of shortcuts for host-to-
host flows, since the coarser level of aggregation increases
the number of packets in each flow. For example, applying
a 25-packet trigger under host-level aggregation removes
only 61% of the flows; as a result, shortcut connections
carry 82% of the packets and 85% of the bytes.

4.2 Shortcut Setup Rate

The trends in Figure 7 translate directly into reductions in
the setup rate for establishing shortcut connections. How-
ever, the setup rate can fluctuate dramatically across time,
complicating the effort to provision signaling resources in
the network. Experiments with the one-week packet trace
show that the setup rate typically varies in proportion to
the traffic load. To quantify these variations across time,
Figure 8(a) plots the maximum shortcut setup rate over a
variety of time scales, ranging from 10 seconds to nearly
3 hours. The graph plots the setup rate for four differ-
ent packet triggers (0, 5, 10, and 50) for port-to-port flows
with a 60-second timeout value. To generate the graph, we
determine the number of shortcuts triggered in each inter-
val, where the interval size is a multiple of 10 seconds. In
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Figure 8: Shortcut Setup Rate on Different Time Scales: These graphs plot the maximum setup rate for new
shortcut connections across a range of time scales. Graph (a) compares four different packet triggers under a 60-second
timeout and port-to-port flows, while graph (b) compares four different timeout values under a 10-packet trigger and
host-to-host flows. The legend shows the average setup rate across the entire one-week trace.

general, the setup rate decreases as a function of the in-
terval size, although small increases occasionally occur due
to the use of non-overlapping time intervals. A sliding-
window computation could conceivably remove this minor
effect, at the expense of a significant increase in compu-
tational complexity. The trigger value determines exactly
when a shortcut connection is established. Occasionally,
smaller trigger values have larger peak setup rates, if the
number of shortcut establishments increase during a single
time interval.

In Figure 8(a), the plot for a 0-packet trigger represents

the overheads for establishing a shortcut for every flow;
these baseline results also highlight the overheads for per-
forming flow detection, even when the network employs a
more conservative triggering policy. On a 10-second time
scale, a 0-packet trigger introduces a maximum of 10.2
shortcuts/second to handle HTTP response traffic on a
moderately-loaded T1 link. During peak day-time hours,
the trace shows sustained average rates of 4-5 flows/second.
Projecting to a higher-speed backbone network, the flow
arrival rate could easily swamp the signaling resources in
modern switches. Higher triggers and coarser flow aggre-



gation can reduce this load. Compared to the port-level
aggregation in Figure 8(a), host-to-host flows exhibit sim-
ilar trends, with a factor of four smaller setup rates. To
better characterize the burstiness of the flow-arrival pro-
cess, we also measured the degree of self-similarity of one-
hour segments of the trace using wavelet techniques [15].
Counting the number of flows that arrive within each 100-
millisecond time period in a single hour, we computed a
Hurst parameter of 0.72 for port-to-port flows and 0.6 for
host-to-host flows, suggesting that the flow-arrival process
is indeed self-similar. The estimates of the Hurst param-
eter do not change significantly with the application of a
10-packet trigger (0.70 and 0.57 for port-to-port and host-
to-host flows, respectively). The parameters drop to 0.62
and 0.50 for a 50-packet trigger, suggesting that the arrival
process for very long flows is not as bursty.

A combination of techniques may be necessary to reduce
the signaling load to acceptable levels during times of peak
network usage. To adjust to short-term load variations, the
network can temporarily delay the establishment of short-
cuts for flows, even if the packet trigger has been reached.
For example, Figure 8(a) shows that a 10-packet trigger
generates up to 4 shortcuts/second on a 10-second time
scale, but this number drops to 2 shortcuts/second on a
100-second interval. Instead of provisioning for the higher
load, the network could allocate processing resources for
establishing 2 shortcuts per second. During brief periods
of overload, the signaling processor can queue shortcut re-
quests and continue to forward packets on the default path.
The results in Figure 8(a) suggest that this would not sub-
stantially delay the creation of shortcut connections. Also,
the processor can avoid establishing shortcuts for any flows
that terminate in the meantime.

To adjust to longer periods of heavy load, the network
may need to relax the flow definition to apply coarser end-
point aggregation and larger timeout values. Figure 8(b)
experiments with different flow timeout values under host-
level aggregation and a 10-packet trigger. Larger timeout
values decrease the shortcut setup rate by capitalizing on
the possibility of subsequent Web transfers between the
same end-points. Compared to increasing the packet trig-
ger, a larger timeout value can decrease the setup rate
without forcing more packets to follow the default path;
in fact, by combining more consecutive Web transfers in
a single flow, large timeout values increase the number of
packets that travel on the shortcut connection. However,
timeout values in excess of five minutes offer diminishing
returns [8,11], due to the decreasing likelihood of subse-
quent transfers from the same Web server.

4.3 Simultaneous Shortcut Connections

In addition to affecting the signaling load, the timeout,
trigger, and aggregation policies also influence the number
of active shortcut connections across time. Depending on
the underlying switching technology, the number of con-
nections may impose a tighter restriction than the setup
rate. Similar to the setup rate, the number of simultane-
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ous shortcuts typically fluctuates in proportion to the link
utilization, plotted in Figure 2(a). To focus directly on
switch overhead, Figure 9(a) plots the probability density
function of the number of shortcuts for four different trig-
ger values, for port-to-port flows with a 60-second timeout.
Moving to the right from a point on the z-axis, the area
under the curve represents the proportion of time when the
network must support at least x simultaneous connections.
The legend indicates the average number of shortcut con-
nections across the one-week trace, while the right side of
each curve corresponds to the maximum value.

A 0-packet trigger introduces an average of 75.8 short-
cuts, with sustained periods of more than 300 connections
during peak day-time hours. In Figure 9(a), the curve for
a 0O-packet trigger serves as an upper bound for the other
triggering policies, while also estimating the size of data
structures necessary for the network to track active flows.
A 10-packet trigger reduces the average number of short-
cuts by a factor of 3.3 (from 75.8 to 23.6), while host-level
aggregation reduces it by a factor of 3.8 (to 19.8); together,
a 10-packet trigger and host-level aggregation reduce the
average by a factor of 5.8 (to 13.2). Despite the large av-
erage and peak values for the 0-packet trigger, Figure 9(a)
also shows a large portion of time with a fairly small num-
ber of connections. On the other hand, the absolute num-
ber of simultaneous shortcuts established by a particular
policy will scale up with link speed and utilization, so that
the number of shortcuts on a high-speed backbone link may
exceed the capacity of current switches.

The above results illustrate that the ideal trigger, time-
out, and aggregation options change with the time of day,
suggesting the use of dynamic policies that vary across the
day. For example, the one-week trace has three basic load
periods corresponding to heavy load during the business
day, moderate load on weekend days, and light load late
at night, typical of a corporate networking environment;
other parts of the Internet, such as residential access lines
and backbone links, are likely to have different patterns.
Although the network can support fine-grain flows with
small trigger values during periods of lighter load, coarser
aggregation and larger triggers may be necessary for sta-
ble operation during heavy load. However, an aggressive
trigger reduces network overhead by forcing more packets
to travel on the default-routed path, without enjoying the
potential performance benefits of a shortcut route. Alter-
natively, the network could reduce signaling load by em-
ploying a larger timeout value, at the expense of increasing
the number of active shortcuts. Since the network does
not close a shortcut connection until the timeout expires,
a large timeout value can substantially increase the number
of shortcut connections, as shown in Figure 9(b). The net-
work can limit this effect by terminating inactive shortcuts
as the available connection resources are depleted.

Depending on the network configuration, the establish-
ment of shortcuts may be limited by either the number of
connections or the signaling capacity of the switch, or both;
in fact, the appropriate balance of timeout and triggering
policies may vary with the time of day. Although time-
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Figure 9: Number of Simultaneous Shortcuts: These graphs plot the probability density of the number of si-
multaneous shortcut connections across the one-week trace. Graph (a) compares four different packet triggers under
a 60-second timeout and port-to-port flows, while graph (b) compares four different timeout values under a 10-packet

trigger and host-to-host flows.

outs, triggers, and end-point aggregation can substantially
reduce network overhead, each technique offers diminish-
ing returns beyond a certain point. In addition, overuse of
these techniques can degrade application performance. For
example, a large trigger forces more packets to travel on the
default path, without enjoying the performance benefits of
a shortcut connection. Also, aggregating traffic beyond the
host level can introduce unfair interactions between users
that must share a single shortcut. In the next section,
we consider new techniques that reduce network overhead
without requiring unrelated users to share a shortcut con-
nection.

4.4 Flow vs. Packet Measurements

Generating the distributions in Figure 8 and Figure 9 re-
quired fairly time-consuming computations across a large

packet trace. To reduce the complexity of evaluating shorcut-

ting policies, or to study parts of the network that cannot
collect packet-level statistics, we would prefer to operate on
flow-level traces. For example, these traces could include
the start and finish time of each flow, as well as the address
and port information and the total number of packets and
bytes. Although such traces could be used to determine
the flow-size distributions in Section 3, the shortcutting
overheads depend on the spacing of packets within a flow.
In working with flow-level traces, we can only estimate the
time when a shortcut is triggered, based on an approxima-
tion of packet arrival times. One plausible approach is to
assume a uniform spacing of equal-sized packets through-
out the flow duration; for an n-packet, d-second flow start-
ing at time ¢, we estimate that the z-th packet arrives at
timet+dz/(n—1),z=0,1,...,n— 1.
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To evaluate the impact of this simplifying assumption,
we compared the shortcut metrics obtained from uniform
packet spacing to our actual results from using per-packet
timestamps. The distributions of the number of shortcut
connections from the flow-level statistics were virtually in-
distinguishable from the plots in Figure 9. Still, the flow-
level traces slightly underestimate the average number of
simultaneous shortcuts (by less than 2.5%) for all time-
out values larger than 12 seconds. We speculate that the
small, but consistent, underestimation stems from the use
of parallel TCP sessions to download embedded images of
different sizes. In the packet-level traces, these flows gen-
erate shortcut connections that start at almost exactly the
same time, whereas the assumption of uniform packet spac-
ing can result in different triggering times in the flow-level
traces. In contrast, the average shortcut setup rate is the
same for the packet-level and flow-level statistics, since this
metric depends only on the distribution of the number of
packets in a flow.

Despite having the same mean setup rate, the worst-
case setup rate differs between the packet-level and flow-
level traces, particularly on the small timescales. This is
not surprising, since packet spacing has a significant influ-
ence on the number of shortcuts that arrive in any small
interval of time (say, 10-100 milliseconds). In general,
packet-level dynamics cannot be ignored in understanding
these small timescale effects [14]. Yet, understanding the
flow dynamics at a coarser granularity may be sufficient
for provisioning network resources for creating and main-
taining shortcut connections. The flow-size distributions,
combined with accurate measurements of link utilization
(or, alternatively, the sequence of flow-arrival times), can
be used to estimate the resource requirements. Then, addi-



tional resources could be allocated to account for variabil-
ity on small timescales. Finally, during transient periods of
particularly heavy load, the network can temporarily delay
the establishment of shortcut connections by continuing to
forward packets on their default routes.

5 Route Aggregation

High-speed backbone networks may require more aggres-
sive aggregation techniques to reduce signaling and switch
overheads below the levels in Section 4. In this section,
we propose a flow definition that generalizes the concept
of end-point addresses to consider a subset of the path be-
tween the source and destination hosts. By drawing on
this type of routing information, the shortcutting mecha-
nism can group packets that have a common path through
a portion of the network, such as the domain of a single
service provider. A similar notion of partial routes has
also been proposed in the Nimrod architecture to improve
the scalability of routing computations [9]. Drawing on
traceroutes to the Web servers in our packet-level trace,
our preliminary results show that combining traffic on par-
tial routes can further reduce the setup rate for shortcut
connections.

5.1 Traffic Flows Along Partial Routes

The previous sections consider a flow model based on the
IP address and port number at both the source and desti-
nation hosts. For the HT'TP response traffic in our trace,
the source addresses come from a diverse collection of Web
servers that span across the Internet. As discussed in Sec-
tion 3.4, aggregating this HT'TP response traffic beyond
the host level does not substantially change the flow-size
distributions, since the traces do not show significant sub-
net and net locality on the time scale of a 60-second timeout
(see Figure 6). Although some links in the Internet carry
packets for a small number of subnet and net addresses, the
ability to aggregate traffic at the subnet and net levels de-
grades with the distance that packets must travel through
the network. In a large network, a shortcut connection
would typically carry traffic from just a single server to a
single client (or small set of clients). Hence, whenever a
client accesses a different Web server, the network would
define a new flow and, ultimately, a new shortcut connec-
tion for the response traffic. Similarly, whenever a Web
server initiates a response to a different client, the network
would have to incur the overheads for establishing a new
shortcut connection.

As an initial characterization of the diversity of routes,
we performed traceroutes to each Web server in our one-
week packet trace. To avoid mixing these UDP probes and
ICMP replies with the traffic in the packet-level traces,
the traceroutes were run just after the week of data col-
lection completed. Although the traceroute results do not
necessarily indicate the actual routes taken by the HTTP
requests, or the reverse paths followed by the correspond-
ing responses, they do give a basic indication of the fanout
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of traffic as it crosses the network. Also, recent studies
indicate that a majority of routes are stable for periods of
days or weeks [29]. The traceroutes from AT&T Research
show 26 different “first hops” toward the 23060 different
server IP addresses in the one-week trace. The servers have
14390 different net addresses, with 13803 having successful
traceroutes. As hop-count increases, these numbers grow
in an exponential sequence; for example, the first seven
hops have 26, 71, 137, 267, 406, 916, and 1508 different
outcomes, respectively.

Based on these traceroute results, we can model the cre-
ation of shortcut connections across networks of different
sizes. As an initial approach, we consider spheres of locality
around the AT&T Research T1 link, based on the tracer-
outes to the server sites. To evaluate a three-hop region,
for example, we assume that each of the 137 IP routers
acts as an ingress switch for the HT'TP response traffic en
route to the T1 link. In this context, each flow originates
at one of these routers (instead of using the actual source
TP address of the Web server) and terminates at the client
site. Although our traceroute experiments actually follow
the forward path from the client to the server, the model
still highlights the basic performance trends for the last A
hops of the route from the server to the client. Similarly,
the model can also project the overheads of establishing
shortcut connections from a Web server (or set of servers)
along the first A hops towards its client sites.

5.2 Partial-Route Aggregation

Drawing on this model of partial routes, we evaluated the
overheads for 3-hop and 7-hop shortcut connections. The
first row of Table 3 shows the results for host-to-host flows
with a 60-second timeout and a 10-packet trigger, using
the Perl scripts and Splus functions described in Section 2
(except that the h-hop router’s TP address now acts as the
“source” address of the flow). The mean setup rate and
number of shortcuts for end-to-end (co0) flows are slightly
smaller than the average for a 60-second timeout in Fig-
ure 8(b) and Figure 9(b), since the experiments in Table 3
omit any flows that did not have a successful traceroute.
Aggregating traffic along a portion of the route decreases
both the setup rate and the number of simultaneous con-
nections; 7-hop routes reduce the setup rate and number
of shortcuts 20% and 11% respectively, while 3-hop routes
reduce them by 37% and 16%. In addition, route aggre-
gation increases the proportion of traffic that travels on
shortcuts, for the same trigger and timeout values. The
7-hop policy places 94.0% of the bytes on shortcut connec-
tions, compared to just 92.2% without route aggregation;
3-hop routes achieve an even higher proportion, with over
96.0% of the bytes traveling on shortcuts.

Partial-route aggregation reduces network overheads, while
increasing the proportion of shortcut traffic, by combin-
ing concurrent and consecutive HT'TP transfers when one
or more Web servers communicate with the same client.
To belong to the same flow, these transfers must travel
through a common h-hop router on the timescale of the



Address Flow Setup Per Sec Num. Connections | % Shortcutted
Aggregation Timeout 00 7 3 0o 7 3 0o 7 3
host-to-host 60 seconds | 0.124 0.099 0.078 | 12.18 10.78 10.19 | 92.2 94.0 96.0
host-to-host 300 seconds | 0.097 0.068 0.040 | 41.46 3298 25.13 | 94.0 959 97.9
host-to-net 60 seconds | 0.121 0.068 0.008 | 12.07 9.16 3.52 1924 959 99.6
host-to-net 300 seconds | 0.091 0.038 0.002 | 40.26 22.65 452|943 97.7 99.9

Table 3: Partial-Route Aggregation:

This table summarizes experiments with traffic aggregation along an h-hop

portion of the route to the client, or set of clients. Aggregating along a portion of the route decreases the number of
connections and the setup rate, while increasing the percentage of bytes on shortcuts.

60-second timeout. By focusing closely on specific flows in
the trace, we find that partial-route aggregation combines
transfers from replicas of the same Web site, as well as
related servers at the same institution; quite often, these
servers have the same net and subnet addresses. Aggregat-
ing across partial routes also combines transfers from differ-
ent sites in the same web-hosting service, or other sites that
happen to route through the same A-hop router. Compared
to end-to-end flows based on the source and destination ad-
dresses, partial-route flows benefit more from larger time-
out values, as shown by the second row in Table 3. While
a 60-second timeout may not be long enough to capture
the user “think time” between consecutive Web accesses,
a 300-second timeout with partial-route aggregation allows
a single shortcut to aggregate transfers from different Web
servers to the same client. For example, the larger timeout
value reduces the average setup rate by nearly a factor of 2
(from 0.078 to 0.040 per second) for the 3-hop aggregation
policy.

Aggregating traffic along partial routes has an even larger
benefit when a single shortcut connection can be shared by
multiple Web clients. For example, a network may combine
related users into a single flow end point, particularly when
the Web clients belong to a single company or university.
For the partial-route flow model and the AT&T Research
trace, this effectively combines all of the users into one
destination address, which receives traffic from a number
of different h-hop ingress points. For the 7-hop configu-
ration, with 1508 ingress routers, this reduces the average
setup rate by 30% (from 0.099 to 0.068 shortcuts/second),
beyond the results for host-to-host flows; the 3-hop setup
rate experiences an even more dramatic reduction, falling
by a factor of 9.8 (from 0.078 to 0.008). Similarly, the av-
erage number of simultaneous shortcuts falls by a factor of
15% and 65%, for the 7-hop and 3-hop routes respectively,
compared to the results for host-to-host flows. A larger
timeout value offers further reduction in the setup rate, at
the expense of an increase in the number of simultaneous
connections.

These initial results suggest that aggregating traffic along
partial routes provides a desirable alternative to selecting
coarse-grained end-to-end flows. Compared to flows be-
tween the source and destination end points, partial-route
flows can reduce the shortcut setup rate without forcing
unrelated clients to share the same shortcut. Since small
network areas (lower h values) have lower overheads, large
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networks may benefit from dividing the network into multi-
ple regions, with separate shortcut connections across each
part of the route. Large networks are already likely to re-
quire at least a logical partitioning into different regions to
support scalable addressing and routing for shortcut con-
nections. Although partial-route flows may require packets
from a single TCP session to traverse a sequence of short-
cut connections that start and end inside the network, the
reduction in the setup rate and number of connections in
each region can play an important role in scaling to large
network configurations.

6 Conclusions and Future Work

Shortcutting of long-lived traffic flows offers an efficient
way to capitalize on recent advances in high-speed switch-
ing hardware. Since the World Wide Web has a dominant
influence on network dynamics in the modern Internet, we
have performed a detailed characterization of HTTP re-
sponse traffic to evaluate the basic cost-performance trade-
offs in flow switching. A comparison with other types of
traffic highlights the unique influence of the HTTP pro-
tocol and user behavior on the flow-size distributions and
the benefits of end-point aggregation. Further division of
the traffic by machine type shows how differences in net-
work access rate, machine speed, cache size, and user de-
mographics can affect the basic flow-size distributions. To
characterize the network overhead for flow switching, we
present the distribution of important metrics, including
the percentage of traffic that follows shortcuts, the short-
cut setup rate, and the number of simultaneous shortcuts,
while varying the timeout, trigger, and aggregation poli-
cies. Finally, we evaluate new flow definitions that consider
a subset of the path between the source and destination
hosts.

Our results suggest several possible schemes for limit-
ing the shortcut setup rate and number of simultaneous
connections by temporarily delaying the creation of short-
cuts during transient periods of heavy load. Since incoming
packets can continue to follow the default path, the network
has additional latitude to postpone establishment of short-
cut connections. As part of future work, we plan to evalu-
ate specific new policies that balance the short-term trade-
offs between processor and network load. These policies
can extend existing schemes that delay connection setup



requests in response to signaling failures [13,23]. Drawing
on our experiments with partial-route aggregation, we are
also investigating the policy and performance implications
of combining traffic along a portion of the route, in lieu
of employing end-to-end flows with coarser aggregation or
larger triggers. Finally, to extend the traffic characteri-
zation work, we are studying a more detailed breakdown
of Web traffic by content type, as well as the implications
of push technology and the new features in the emerging
HTTP 1.1 standard. These experiments should lend addi-
tional insight into the cost-performance tradeoffs of estab-
lishing shortcut connections for long-lived HTTP flows.
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